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Negotiating privacy in the 21st Century

Introduction: theorizing about privacy


For most of the history of the term, theorizing about privacy has been done in the abstract, the philosophical approach, or post hoc, the legal response. This project takes a different tact. It takes seriously the admonitions of feminist philosophers such as Noddings (2003), Kohen (1998) and Gilligan (1982) that philosophical thinking needs to arise from the lived experience of people in society, a ground up approach, rather than the application of abstract principles to lived experience, the traditional top-down view of both philosophy and law. This project seeks a middle ground. It asks people, in multiple contexts, how they think about and implement privacy in their own lives and work. It examines how some aspects of life history—getting a job, using certain kinds of technology, the greater range of experience that people have as they become better educated and older—influence the decisions individuals make. It accepts that technological capabilities, of individuals themselves and of the technological devices many own, inform those choices. And, it evaluates the experiences of people in light of the abstract theory about privacy emerging from both philosophy and law. The intellectual goal is the sort of synthesis that, at minimum, sheds light on how existing theory can be better understood and, at maximum, produces new theory with some modest evidence to support it. It is a project of connection—of philosophy to the people who live it and to journalists who must understand those choices if people are to sustain themselves in a democratic community.   

The philosophical approach

Philosophy approaches privacy positively. In other words, it attempts to articulate what having privacy will allow individuals to achieve. Most philosophical writing connects privacy with human dignity and human autonomy. For philosophers, privacy is not something that is a gift from other human beings or even benevolent institutions; it is a basic human need that allows people to develop as individuals and to develop that individuality within a community. While the law is silent on what having privacy will allow the individual to accomplish, philosophy is not. At the most basic, what philosophers say is that individuals need privacy in order to flourish—to become psychologically whole human beings who can interact in many ways with others in a community with the result that both the individual and the community prospers. In philosophy, privacy is deeply bound up with the concept of personhood (Fischer 1980). Human beings understand the impact of privacy through their own experiences—and those experience change over the human lifetime and as culture itself evolves. The need for privacy, the compelling philosophical claim, is foreshadowed as early as western medieval law. “Only citizens who respect one another’s privacy are themselves dignified with divine respect” (Rosen 2000, 19).

Retaining control over information relies on what Westin (Dietemann v. Time) calls “circles of intimacy”. As a thought experiment, imagine the ripples in a pond with the central figure the autonomous individual. The first ripple, the one closest to the center, would include only a very few people, perhaps a spouse or best friend. The next circle—more people, perhaps an institution, and so on. But, as the circles spread out from the center, they also become less perfectly round. The individual loses some control over both access and context. In the very outermost circle, the one which is most often mediated in contemporary culture, people who don’t know the individual at the center may learn of information about that person without the context to interpret it. Invasion of privacy occurs when the circles of intimacy are penetrated by the larger community in ways that strip the individual of control over access, context or both.

Society needs privacy as a shield against the power of the state. As the state gains more information about its citizens, it is increasingly easy to influence, manipulate or control each one. Precisely because the state is seen as the agency of the citizens’ own authority, its independent power is feared. Limitations on the power of the state, such as the Bill of Rights, were established in order to protect private life (Neville 1980). Throughout history, totalitarian regimes have used extensive government surveillance—the near absence of privacy—as a major component of any attempt to create a uniformly subservient citizenry, a subject that dominates Orwell’s 1984. Contemporary empirical work (see Larson 1990) supports what fiction writers have long understood.

While there has been a great deal of writing that supports a concept of individual privacy as a bulwark against state power, there has been little discussion of the same need for privacy as a shield from the power of large economic organizations. What little that has been written is lodged in specific policy proposals, for example, statutory limitations on allowing insurance companies to use information about pre-existing medical conditions as a reason to deny medical insurance to individuals. Ann Wells Branscomb in Who Owns Information? From privacy to public access (1994) notes that decisions about what entities (both government and corporate) have access to what sorts of information is most likely a matter for regulation and litigation.

Communitarian philosophy takes a different approach. “A credible ethics or privacy needs to be rooted in the common good rather than individual rights,” (Christians, in press). “Communitarians see the myth of the self-contained "man" in a state of nature as politically misleading and dangerous. Persons are embedded in language, history, and culture, which are social creations; there can be no such thing as a person without society,” (Radin, 1982).  In the communitarian view, the community itself—the larger society—benefits from maintaining individual privacy. Individuals must be free to establish their own relationships within the community, and those relationships are based on human dignity. That maintenance, however, is in some modest tension with the needs of the community. There are examples of this in American political life, for instance, the federal government’s ability to levy an income tax yet to restrict access to those records. “Since human dignity entails control of private life space, information is communicated about human beings to others if and only if a reasonable public considers it permissible in terms of the common good,” (Christians, in press). In communitarian thinking, corporate demands would be every bit as subject to restriction as government for the same reason—the health of the community which, in turn, supports the flourishing of individuals.  In fact, media ethicist Clifford Christians considers control over commercial data banks, along with government surveillance and invasive news coverage of victims of tragedy, and the most important privacy questions emerging in the 21st century. While he notes that dealing with the complicated questions of commercial data banks is appropriately the subject of some regulation, he lodges much ethical responsibility for this issue with civil society itself. “Responsibility here belongs to the civil society, including the careful entry of personal data only as absolutely necessary,” (Christians, in press). The implications of this approach would seem to urge both a reluctance to request personal information coupled with privacy safeguards on the part of both corporations and government. 

Historically, it has been almost impossible to think about privacy apart from community. Responsibility for keeping things private is shared; individuals have to learn when to withhold information, the community has to learn when to avert it eyes completely or to narrow its gaze. The role of the community in avoiding the unwanted gaze is the subject of Talmudic law. 



Jewish law, for example, has developed a remarkable body of doctrine around the concept of hezzek re’iyyah, which means ‘the injury cause by seeing’ or ‘the injury caused by being seen.’ This doctrine expands the right of privacy to protect individuals not only from physical intrusions into the home but also from surveillance by a neighbor who is outside the home, peering through a window in a common courtyard. Jewish law protects neighbors not only from unwanted observation, but also from the possibility of being observed….From its earliest days, Jewish law has recognized that it is the uncertainty about whether or not we are being observed that forces us to lead more constricted lives and inhibits us from speaking and acting freely in public (Rosen 2000, 18-19).


Even though Talmudic law speaks to experience around a literal courtyard, the same questions emerge in the virtual courtyards of Myspace and Facebook or the postings on Youtube. In these instances, technology has not raised new questions some much as it has emphasized ancient understandings that have not received much contemporary discussion.

Although privacy is related to human experience, the concept itself is not relative. Regardless of legal document or culture, some notion of privacy has been part of human experience as defined by philosophers since the field began. Laws in their many iterations also reflect this foundational understanding. Perhaps the best example of this is the Universal Declaration of Human Rights which reads, in part: “Article 12, No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.”
The legal understanding 


To begin with, privacy is what the law calls a prima facia right that can be negated by other, more compelling, rights. The claim to privacy is a non-apriori assertion. The Latin term apriori means that something is knowable independent of individual or collective experience. People do not know much about privacy as an abstract construction. Instead, people rely on their experience to help them make judgments about privacy, including how it should be defined.


This notion of privacy-as-informed-by-experience actually explains the development of the concept in US constitutional law. The legal concept of privacy originated in 1890 in a Harvard Law Review article written by Samuel Warren and Louis D. Brandeis (who eventually became a U.S. Supreme Court justice) after one of Mrs. Warren’s “society” parties was covered by the New York press of the day. Thus, from the outset, journalists were implicated in the legal development of the concept and, just as importantly, Warren and Brandeis called upon their own experiences when articulating it.

As it has developed in the ensuing 100 years, legally privacy is guarded in four distinct ways:

1. Intrusion upon a person’s seclusion or solitude, or into private affairs, such as invading one’s home or personal papers;

2. Public disclosure of embarrassing private facts, such as revealing someone’s notorious past when it has no bearing on that person’s present status;

3. Publicity that places a person in a false light;

4. Misappropriation of a person’s name or likeness for personal advantage.

This legal definition focuses on what people or institutions 

should not do; at least two of the four ways the court defines invasion of privacy have economic, specifically market, roots. The assumption is that, if these particular rules of the road are upheld, then individuals will retain their privacy and society will function appropriately. This negative approach to defining privacy—which is intellectually consistent with the negative construction of liberty enshrined in the US Constitution and Bill of Rights and much legal theory—is essentially silent on what it is that “having” privacy will allow the individual to accomplish. In addition, because the concept itself is lodged in experience, different courts have ruled different things at different times in an attempt to build a body of law with a robust understanding of the term. The result has been significant confusion in the legal arena (Aldershot & Kennedy, 1995).

 The legal contradictions also raise some important policy concerns. “…The principal response to any suggestion of an increased judicial receptivity to privacy suits is to say this will have a chilling effect on the journalistic process. But…perhaps the real chilling effect of profound concern comes from consistent media invasions of peoples’ privacy (along with some other media practices, as well as elements of American political culture, which leads to a chilling of the media’s very legitimacy as a special and significant factor in the democratic process, as the watchdog helping to hold public officials accountable,” (Alger, 1993. p. 119.)

Internationally, the legal rulings about privacy are not much clearer than those in the US. For example, in the late 1990s a British court, under EU standards, ruled that celebrities still retain some personal privacy (Patterson & Wilkins, 2008). That ruling was based as much in philosophy as it was in EU case law. European scholars, more than many American scholars, have linked the concept of privacy with a capitalist market economy, often noting an apparent contradiction in terms. “What does privacy mean to the homeless and the unemployed?...Is there a point to privacy if people do not have the means and the power to enjoy freedom,” (Gutwirth, 2002, p. 52). While noting the emancipatory potential of privacy, European scholarship also has noted that a thoroughgoing notion of privacy is also in some significant contradiction with the “welfare” state.

 American sociologist Gary Marx points out the central role of technology in what he calls the “maximum security society”. In Marx’s vision, economic imperatives can be every bit as pernicious to privacy as traditional government intrusion, aided by technology, expert systems, and data processing. These scholars note that individual control over the bits and bytes of private information is much more difficult to accomplish (some assert impossible) for the average individual, particularly if that person is coerced by economic or political necessity.

This research, thus, begins with the assumption that privacy itself is an important component of human dignity and the construction of community and that it has global applicability. Privacy itself can be understood as both freedom from (the legal understanding) and freedom to (the philosophical approach). This research also assumes, based on the foregoing literature, that constructions of privacy change historically and culturally, that institutions as well as individuals are involved, and that how the concept itself is articulated is somewhat contentious legally. Philosophical understandings, while more consistent, also raise questions of control which 20th century governments have tended to respond to with various levels of regulation. The media, defined broadly, are implicated in this development; technology can also be considered an important component in understanding and evaluating how privacy is understood and employed. 

Understandings of Online Privacy and User Behavior
Some outside of academia have suggested that in modern society the very notion of privacy is impossible. “Privacy is dead” headlines have been appearing since the 1990s. In 1999, Scott McNealy, then CEO of technology developer Sun Microsystems, called consumer privacy issues a “red herring,” according to Wired Magazine. “You have zero privacy anyway,” he said. “Get over it.” McNealy’s company was and is a member of the Online Privacy Alliance, an industry coalition that campaigns for self-regulation rather than government-imposed privacy regulations. And Donald Kerr, deputy director of the U.S. Office of National Intelligence, told Newsday in 2007: “In our interconnected and wireless world, anonymity—or the appearance of anonymity—is quickly becoming a thing of the past.” For purposes of this literature review, it is important to note that privacy and anonymity are not considered synonymous, despite casual statements that seem to equate the two. 

In these conceptions, technology simply makes it unrealistic to expect any serious protection from intrusion by government and corporations alike. Some expect the future to offer an even lower expectation of privacy than the one available today (Kannan and Peng, 2002). The future could bring an “ambient intelligent environment” where every object from grocery carts to articles of clothing could potentially store and transmit personal information, making it impossible for users to control their data at all (Gadzheva, 2008). And many find that current regulatory efforts and market mechanisms that might protect privacy have failed to do so (Nehf, 2007; van Hoof et al., 2007). Indeed, Woo (2006) even suggests that the best bet for preserving anonymity may be through lying and deceit on the part of individual users; when users give up personal information, it is up to them to actively protect their privacy through affirmative acts of secrecy and deception.

The ethical implications of such assertions are profound, both for individual actors using various forms of technology and for data base systems themselves which, in order to function effectively, rely on accurate information. Such assertions also set up an unrealistic dichotomy between users on the one hand and large government and corporate entities on the other. While governments and corporations may be “part of the problem,” it is poor logic to suggest that, within certain circumstances, such institutional entities might not also be helpful. 

For now, many users of technology are hardly even aware of the ways in which personal data is disclosed, collected and processed. People knowingly or unknowingly relinquish privacy anytime a website stores a cookie on their computer, when they post personal information in “virtual courtyards” such as Facebook and MySpace, when they become the target of behavioral advertising, and when they enjoy any kind of customized or personalized online experience based on past web use or online purchase history. Clearly, people will comfortably relinquish a certain amount of privacy, but at what point do they begin to push back against commercial and governmental invasions of privacy and exploitations of personal information? How much knowledge do users even have about how their privacy may be invaded? What makes them care or not care? And key to this study, how much privacy are people willing to give up in exchange for goods or services?


The most recent literature on the intersection of privacy and technology paints a picture of chaos. One study (Turow and Hennessy, 2007) indicates that many U.S. Internet users believe that their privacy is subject to both protection and invasion by corporations and government. Users feel contradictorily that their personal data is just as likely to be exploited as kept secret. This confusion among users is commonly expressed in the literature, but there are several clear themes that arise.


O’Neil (2001) found that little research has been published relating an individual’s demographic information with privacy concerns. This has changed over the past several years, but even in 2001, researchers expressed concern that personal privacy was at risk due to increased Internet use. O’Neil found that all demographic groups expressed similar concerns about Internet privacy and were said to prefer privacy to convenience.

More significantly, the 2001 study revealed concerns that personal wealth would make privacy easier to maintain. “One key concern is that, as free Internet services become increasingly available, poorer consumers will sacrifice their privacy to receive free Internet access, whereas wealthier consumers will pay for Internet access and realize better privacy protection” (p. 29). Taken a step further, this scenario could create a gap among users who wish to access a specific website. For example, a website that charges for access could allow users to exchange personal information for a reduced access fee.

This concern about a digital divide based on wealth (as opposed to gender or computer access as was more common in the early literature about the web) is thematic in literature regarding privacy and the Internet. Some have even predicted that as privacy continues to erode users will be able to purchase their own privacy (Kannan and Peng, 2002). “[A] market for privacy will emerge, enabling customers to purchase a certain degree of privacy, no matter how easy it becomes for companies to obtain information, but the overall amount of privacy and privacy-based customer utility will continue to erode” (p.455).

Another major concern expressed in the literature is that most people simply are not aware of the storage and use (or misuse) of their personal data online (Raab and Mason, 2004). As a result, Internet users have little interest in regulatory policy regarding online privacy; they are instead focused on the benefits of their online transactions and believe they can take necessary precautions to minimize any anticipated risks.


Concerns about regulation of personal data and guarantees of privacy have always had a place in scholarly work. In the U.S., companies have been generally free to self-regulate when it comes to preserving the confidentiality of personal data (Wirtz et al., 2007). In an analysis of companies’ self-designed privacy statements, Fernback and Papacharissi (2007) found that such statements generally provide no specific guarantees of privacy and offer little protection to the consumer. Rather, privacy statements often serve the purpose of exonerating the company from any potential wrongdoing and even grant permission to the company to exploit consumer data for profit. This finding is also supported by a study from the Journal of Operational Research (Jaisingh et al., 2008) demonstrating that data collectors are likely to satisfy consumers’ privacy concerns regardless of their privacy policy; they may claim to never collect personal data or to always collect and reveal information. 
Other studies have linked privacy policies to trustworthiness and to customer loyalty and willingness to provide truthful information (Lauer and Deng, 2007). Not surprisingly, a user’s trust in a company predicts the user’s attitude toward the company’s respect for customer privacy, which leads to increased customer loyalty. Not only are trusting users then likely to purchase more products, they are also increasingly willing to offer personal information. These findings directly contest the assertions that the consumer’s only mechanism to insure privacy in the marketplace is to deceive or provide misleading information.
Similarly, user privacy concerns are mitigated based on perceptions of strong business policies and governmental regulation according to a survey by Wirtz et al. (2007). The researchers suggest that online business, for their part, should post comprehensive, up-to-date privacy policies that address the “basic principles of notice, choice, security, review, and correction” (p.341) and should also be endorsed by third-party accreditation organizations such as TRUSTe or the Better Business Bureau. On the other hand, such privacy seals may win trust easily and fail to offer any real protection or even conceal true risks to privacy (LaRose and Rifon, 2007).

Consumers seem willing to push back in light of a perceived lack of business policy or governmental regulation (Wirtz et al., 2007). Consumers accomplish this through “power-enhancing responses” such as fabrication of personal data, use of enhanced online security measures and termination of business relationships. Wirtz et al. call not only for greater self-regulation and third-party accreditation but also for increased governmental involvement through improved legal frameworks, enhanced regulatory protections and oversight of third-party accreditation. The importance of reputation in influencing user trust of online retailers was supported by Metzger (2006), who also found that the content of privacy statements does not affect trust or disclosure and noted that weak privacy statements seem less reassuring than no statement at all.


It is important to note that online privacy concerns are not limited to retailers. As use of online news sites increases, so do privacy concerns about news sites’ collection and mining of user data (Hong et al., 2005). Cookie use is prevalent among news sites, but disclosure of the practice is rare. Concerns about privacy and news sites are growing largely because of the potential value of user data for targeted advertising. As Internet use has increased, so have cookie use and disclosure. The disclosure of cookie use seems to mitigate negative reactions from users, as do greater online experience and lower expectations of privacy (Miyazaki, 2008).


In other areas, users are likely to ignore any privacy concerns they may have when choosing among competing alternatives (Nehf, 2007). In a study involving personalized music recommender services, researchers found a strong discrepancy between user attitudes toward privacy and behavior (van de Garde-Perik et al., 2008). One service recommended music based on personality traits while the other made recommendations based on stated music preferences. Although users claimed that personality traits were the more sensitive data and that they balanced the costs and benefits of disclosure, users were willing to disclose similar amounts of both types of data. 

On the other hand, there is some evidence that teenagers consistently employ risk and benefit appraisals, as defined by Rogers’s (1975, 1983) protection motivation theory (Youn, 2005). Higher levels of risk perception made teenagers less willing to provide information on the web, and lower risk perception meant a greater willingness. However, the highest perceived risk was getting junk e-mail, followed by information misuse, risk of financial loss, feeling uncomfortable and, lastly, conflicts with parents and teachers. The greatest benefits were listening to music and sending instant messages. The weakest benefit was getting information about products or news about an event. Teenagers mitigate risk through “risk-reducing strategies, such as falsifying information, providing incomplete information, or going to alternative Web sites that do not ask for personal information” (p.86). Taken together, these findings seem to suggest that life experience may provide some guidance of privacy decisions regarding the web. Similarly, these findings also support a “uses and gratifications” approach to privacy and the web; people appear to be willing to make tradeoffs for some uses, but not others. 

Despite growing privacy concerns, Internet users seem to view disclosure differently in social contexts such as blogs (Lee et al., 2008) and social networking sites. Equity theory suggests that people seek reciprocity through their disclosures of information, which helps explain why bloggers and Facebook users are willing to post intimate details of their personal lives online. But typically, these users have an understanding—or they perceive an understanding—of what happens to the information they post. They retain control of their data. Blog sites and social networking sites generally allow users to control who gets to see what.

But in a now-famous example of user outcry over privacy concerns, Facebook faced resistance from thousands of users after the 2006 launch of the News Feed feature. Even though the information that appeared in News Feeds was already available on each individual profile, users were alarmed by the uninvited exposure and the apparent loss of control created by the News Feeds (Boyd, 2008). The News Feed feature, however, remained, and is still an integral part of the site today. 

In 2007, Facebook users protested again, this time over a feature called Beacon, which tracked user actions on dozens of outside websites and revealed information about users’ actions and purchases to their Facebook friends (“Facebook Users Protest Online Tracking,” Nov. 30, 2007). The Beacon feature was removed from News Feeds, and users now have opt-out control over whether their data is sent to third-party applications. A new feature called Facebook Connect launched in July 2008 is causing alarm, as it is viewed by some to operate similarly to Beacon (“Facebook's Beacon 'returns' for some bloggers,” Sept. 18, 2008). With Facebook, a perceived loss of control over personal data sparks considerable privacy concerns among some users. The protest of Beacon is significant because the tracking feature was similar to tracking tactics often employed by online advertising though usually without user awareness.

A more in-depth analysis of the postings on Facebook in response to these various changes indicates that users were concerned about the privacy implications of the proposals and were both articulate and smart about these issues. While few employed the language of philosophy, the posts themselves were replete with discussions about control over information and the context in which it was understood as well as the general inconvenience of receiving hundreds of unwanted e-mails (Patterson & Wilkins 2008). These debates suggests informal philosophical understandings are very much at work in how users of Facebook and other, similar, social networking sites think about questions of presence, telepresence, and the electronic sphere in which they participate. However, these posts did not reflect any potential concern of connections to advertising, despite the fact that many Facebook users are digital natives and sophisticated about the networked world.


Behavioral advertising, which matches online ads to user interests, operates in a similar manner and has sparked similar concerns. For example, if a user searches a travel website for airline tickets to New York, the user could later see ads for New York airfare upon visiting an unrelated news website. If the user then reads articles about baseball, the ads may then highlight baseball-related activities in New York. This is possible through the use of cookies stored on the user’s computer and transmitted to an ad network that tracks user behavior. Similarly but using a different mechanism, Gmail, Google’s free e-mail service, targets advertising to users based on keywords appearing in users’ e-mail messages. 

According to the Center for Democracy and Technology (“Privacy Implications of Online Advertising,” 2008), a Harris Interactive/Alan F. Westin study found that “59% of respondents said they were not comfortable with online companies using their browsing behavior to tailor ads and content to their interests even when they were told that such advertising supports free services. A recent TRUSTe survey produced similar results. It is highly unlikely that these respondents understood that this type of ad targeting is already taking place online every day” (p.6). Because users are commonly unaware of this practice, they are unable to take action to protect their personal information if they wanted to. Although websites and advertisers sometimes offer opt-out options for users, few consumers “have been able to successfully navigate the confusing and complex opt-out process” (p.13).

Many forms of technology seem to default to openness rather than privacy, and require some knowledge and action on the part of the user to enhance privacy and security. When a user opens a new Facebook account, the privacy settings default to complete openness. Everything a user posts can be seen by anyone on the Internet and also appears in all of the users’ friends’ News Feeds. The user must navigate several pages of privacy settings, checking several boxes and altering drop-down menus, to achieve enhanced privacy.
Similarly, in an article titled “Software defaults as de facto regulation,” Shah and Sandvig (2008) find that because many Internet users do not know how to configure security and privacy settings on wireless routers (passwords, network names, encryption settings), many users tend to follow the default settings which result in lower levels of privacy. This is particularly true for the poor and poorly educated. The researchers conclude: “When regulatory decisions are left to individuals, for the unskilled the default settings are the law” (p.25).

For now, privacy concerns generally do not seem to dictate consumer choice (Nehf, 2007). Consumers who are concerned about privacy either don’t know how to protect themselves or don’t bother to, despite what they tell researchers. Norberg et al. (2007) found that consumers’ levels of disclosure online significantly exceeds their stated intentions to disclose.  If users do not allow privacy concerns to influence their online behavior, online retailers are likely to continue to make use of users’ personal information, possibly in increasingly insidious ways. Whether users are indifferent to these exploitations or simply ignorant of them, the implications for the future of the collection and use of personal information are great.

As a result, many researchers call for increased government regulation that creates better accountability for use of personal data and better notifies users of their rights and options for protecting personal information. “A focused effort is needed, starting now to give a shape to these new technologies and really empower the individual and give him or her a higher level of protection and control over his or her data” (Gadzheva, 2008, p.71).
The U.S. Senate Committee on Commerce, Science and Transportation held a “Privacy Implications of Online Advertising” hearing on July 9, 2008 to discuss concerns about behavioral advertising and hear from a variety of regulators, industry experts and industry leaders. Senator Daniel K. Inouye  (D-Hawaii) offered these words of warning: “Too many consumers spend time on the Internet without knowledge or notice that they are under commercial surveillance. They assume they are in the privacy of their own home and that this privacy will be respected. Unfortunately, this is not always the case. I am troubled by the current state of affairs. I fear that our existing patchwork of sector-specific privacy laws provides American consumers with virtually no protection.” 

Inouye added that Internet users abroad receive more protection from the same companies that freely collect user data in the U.S. For now, it remains the official position in the U.S. that a laissez faire approach is best suited for dealing with these concerns, as expressed by Lydia Parnes, Director of the Federal Trade Commission’s Bureau of Consumer Protection: “At this time, the Commission is cautiously optimistic that the privacy concerns raised by behavioral advertising can be addressed effectively by industry self-regulation.”


As far as the exploitation of personal data goes, the risks of behavioral advertising are just the beginning. In the future (or even today), we are likely to get into much stickier situations. Personal health information is increasingly available online, and medical records are increasingly stored in digital format across networked computers. The Health Information Portability and Accountability Act, the Federal privacy rules that protect personal health records, carries no provision for the protection of personal health information online. According to the Center for Democracy and Technology, once personal health information is posted online, “it may have no more legal protection than any other piece of consumer information” (“Privacy implications of online advertising,” 2008). 


Imagine a scenario where an employer searches health records to screen prospective employees for mental illness or other disorders. Pharmaceutical companies would love to know exactly whom to target with ads for medications. Perhaps the grocery store would like to know if you are obese so it can market a range of low-fat products to you. Conversely, perhaps your insurance company, which knows you are obese or have diabetes, gets a look at your grocery store purchases and decides to cancel your policy because your purchases suggest you are not doing your part to manage your weight or regulate your blood sugar. Maybe a person who received treatment for a gambling addiction would be declined by a bank where he applied for a business loan. 

Now, in each of these scenarios, consider the value of the information exchanged. It is not impossible to imagine a future where the market for personal data becomes a multi-billion dollar industry of its own. Will anyone care?

The foregoing is both confusing and contradictory, but a few themes emerge:

1. People do not consider privacy a monolithic category or good. They appear willing to negotiate its use under some conditions;

2. Entities that insure privacy, whether they are government or corporate, may reap the benefits of increased trust—which could be expressed in multiple ways;

3. The lack of transparency imbedded in the technology itself may be a problem—one that government as opposed to individual consumers may be called upon to deal with despite the current trend for corporate self regulation;

4. The context in which privacy occurs, for example the networked world or the doctor’s office, may have some impact on how people understand it;

While it is reasonable to ask “does anyone care” there is some anecdotal evidence, for example the recent debates about and on Facebook, to indicate that people care a great deal.  Just how that caring is understood should be the focus of additional theorizing and research.

 A conceptual bridge: Contested commodities and human development


As the foregoing indicates, privacy is most often taught and understood as either the province of law or the province of philosophy. Technology is incompletely connected to both. Scholars appear to pick a “domain” and stick to it.


Legal scholar Margaret Radin is one of few who has taken understandings from law and philosophy to develop new theory. In books and law review articles that incorporate both domains, Radin has developed the concept of contested commodities to explain how the concept of personhood, as articulated by philosophers Hume, Thomas Hobbes, Kant, J. S. Mill and feminist philosophy, can critique and inform traditional market economics where the concept of personhood and private property which can be bought and sold are inextricably joined. “When the self is understood expansively so as to include not merely undifferentiated Kantian moral agency but also the person’s particular endowments and attributes, and not merely those particular endowments and attributes, either, but also the specific things needed for the contextual aspect of personhood, then this understanding is a thick theory of the self. A thick theory of the self correlates with an expansive role for inalienability because things that are understood as inside the self, or as bridging the boundary between inside and outside, cannot simultaneously be understood as readily detachable from the self they constitute.” (p. 60). One illustration Radin uses is a wedding ring (1982), which can be bought and sold at a jewelry store, but which retains emotional and psychological value outside the commercial transaction. After 29 years of marriage, an inexpensive wedding ring in monetary terms is priceless in the experience of the two people who wear the matched set.

 Radin uses this thick theory of the “self” to provide a thorough critique of traditional laissze-faire and free market economics. In an argument that is too detailed to replicate in its entirety here, Radin builds on the work of feminist philosopher Martha Naussbaum to explore the functions of private property in the capitalistic market. Radin notes that contemporary American culture employes the language of economics, particularly laissez-faire market economics, to explain a variety human interactions, for example sex within marriage, which are probably neither best described nor understood in exclusively market-oriented frames. “Motivations are conceived of in market rhetoric, rationality is conceived of as maximizing profit or welfare, and justice is conceived of as efficiency,” (p. 198).  Radin asserts that a thick theory of the self and the traditional concepts of market-driven economics do co-exist within contemporary culture, but that there is a group of “goods” for which neither view provides complete explanatory power. She eschews the rigidity of both categories and instead proposes another type of good, contested commodities, or “things” that the culture has attempted to commodify but which represent the unique experience of individual human beings. For Radin, such commodities arise from the thick theory of the self and are not readily separated from it in either a physical or psychological way. Examples would include human organs (which are legal to sell in some countries but not in others), human blood (legal to sell in many countries), human hair (legal to sell in many countries), infants (whether infants are sold is a highly contentious question in and of itself), sex both within and without marriage (prostitution is legal in some places), and slaves (illegal internationally but still existing in the form of human trafficking) etc.

 Radin includes some understanding of free expression within the concept of contested commodities. She suggests that contemporary societies treat contested commodities with a variety of regulations, noting: “Regulated markets represent incomplete commodification in a stronger sense in situations where they reflect internally plural meaning, that is, where regulation expresses and fosters an important nonmarket aspect of the interactions between persons who buy and sell things,” (p. 116).  All of the contested commodities that Radin explores emerge from a thick theory of the self and implicate human safety and dignity. It is not a stretch, in fact it is within the language of her work, to assert that private information which emerges from the human self acting within a cultural context constitutes another contested commodity, one which market forces may intrude upon but which are incompletely accounted for by examining only market transactions.  


Take this example: the iPhone. One of its most useful features is a map function. Plug in an address, hit the button, and your iPhone will draw you a map on how to get from where you are to where you want to go. This is a real service that many want and take advantage of. It saves time and hassle. In an ethical sense, it would seem to fall on the “helping humans to flourish” side of the ledger. But, how does the iPhone accomplish this task? It does so by electronically tracking your whereabouts (when the phone is on). It knows exactly where you are at any given minute—without you having agreed to give it access to that information in any specific instance.  By buying the technology and turning on the phone, you—as a participant in the market—have given both access and control over context about a certain category of information to a mechanical device. In the case of the iPhone, your individual role as consumer has outweighed your more elemental human-in-community role, the role of autonomous individual who normally wants to retain some control over information, even basic geographic information, about the self. If the U.S. Department of Homeland Security were to request your phone records (or order corporations to divulge them, as it did with telecommunications companies in the early years of the 21st century), and if you were aware of that request, you might think differently about your iPhone and the “bargain” it represents when you purchased it and its handy “map” functions. Your iPhone is a commodity you purchase; the private information about your geographical whereabouts it is capable of distributing to a variety of institutions—both economic and political—might well be contested in some contexts.

 Does this raise ethical questions? Well, for the writers of the screenplay for the latest Batman movie, The Dark Knight, it did. Batman (a/k/a Bruce Wayne) tracks the Joker through use of this exact cell phone technology. Batman’s technical guru, played by Morgan Freeman, so objects to the invasion of privacy the technology represents that he quits (temporarily) after he has successfully tracked the Joker. Film audiences, of course, accept this invasion in terms of the plot—the context of the film narrative. But, if the Joker had been more technologically adept and used the same technology to track Batman, audiences might have reacted differently.  


Thus, in the context of both our intellectual and entertainment worlds (a semi-thick theory of culture and context) private information would seem to be a contested commodity, one that has equal footing in the worlds of philosophy and law as it articulates notions of private property and the appropriate role of the market. Outlining the areas of greatest contention, as well as areas where market thinking or philosophical understanding seem to hold sway, would be an important research effort, one that certainly has bearing on how and what information is exchanged. Isolating the areas where private information does represent a contested commodity also has policy implications, for these are the area where regulation is most likely to be considered. Those policy implications clearly include the professional world of journalists.


Radin’s thick theory of the self, as well as her description of market economics, is based on a slice in time. Both the authentic self and the robust market, for purposes of her argument, are static; they come into being relatively fully formed. However, insights from the field of developmental psychology would suggest that the self itself, particularly but not exclusively in ethical terms, is a developing entity. What people know, or think they know, at one stage of development can be profoundly different at distinct stages of growth (Piaget, 1965; Kohlberg, 1984; Rest et al., 1999). Concepts of moral development, particularly as they influence ethical thinking, have been applied to a variety of professions (Rest et al.), including journalists (Wilkins & Coleman, 2005) and public relations professionals (Coleman & Wilkins, in press). Employing uses and gratifications theory, others scholars have found that media use tracks the human life cycle in significant ways (Duffy & Thorson, get this).

 When psychologists consider a “thick” theory of the self, several have focused on the concept of human needs, among the belongingness (Maslow, 1950) and intimacy (Erikson, 1958). More contemporary research on intimacy asserts that openness, privacy and intimacy are interlocking concepts—ones that make little sense without reference to the other (Hosman & Siltanen, 1995).  One “thing” we gain as people, when we give up some measure of privacy, is intimacy, friendship, and community. In a long tradition of psychological theory, with substantial empirical support, learning to be private can also implicate learning to be intimate. For Erikson, the ability to develop intimate relationships with others is one of the emotional steps that very young children must negotiate on the path to maturity and mental health. Maslow says that belongingness, a feeling of being with ones fellows in a community, actually precedes the ability to self-actualize in the deepest of senses. Some scholars, who have focused on privacy regulations, have concluded that interpersonal relationship intimacy must be an important component of any potential regulation (Haggard & Werner, 1990). This line of scholarship is thin; recent work in interpersonal communication has concluded, “The third area needing additional inquiry is privacy preferences or the need for privacy and their relationship to communication,” (Hosman & Siltanen, 1995). 

Thus, a thick theory of the self from a psychological point of view also would suggest that individuals may change how they view privacy depending on life stage and interpretation of personal experience. This developmental approach could augment Radin’s theory of contested commodities in important ways, for commodities that might be “uncontested” at one stage of life or within a certain context might be stringently contested at other times and in other contexts. The result here is both a “thick” and “dynamic” theory of the self and of culture. Academically, for example in the world of environmental philosophy, dynamic systems often suggest a “conservative” approach—in other words regulations that promote conservation of existing resources rather than the “using up” or development of scarce resources. In the realm of privacy, such a dynamic system also suggests the potential efficacy of a “conservative” approach to the acquisition of personal information and a vigorous effort to protect it once it is acquired. One obvious over-arching research question would thus be: how would the public evaluate this “thick” notion of contested commodities as it applies to a range of activities involving privacy.

Finally, it is impossible to review the literature about privacy, either from the legal, philosophical or psychological view, without acknowledging that emotion plays a role in understanding the concept. People file law suits because they are hurt when they believe their privacy has been invaded. Journalists are emotional when they discuss the ethical choices in the realm of privacy (Wilkins & Coleman, 2005). Intimacy, in contemporary English, implies an emotional attachment; empirical work supports this. And, both the literature on moral development (see for example Piaget, 1964; Kohlberg, 1981; Gilligan, 1982) and neuroscience (Hauser, 2006) document that ethical action requires a “firm handshake” with the emotions and that moral growth is often goaded by a lack of intellectual and emotional comfort with previous ethical choices. Thinking about privacy requires that one ask not just “what would you do” but “how to you feel” about the choice you just made. 

Therefore, the concept of contested commodities, the understandings of moral development, the lines of reasoning that emerge from the past 3,000 years of philosophical thinking and the much more recent contributions of law, particularly U.S. Constitutional law, provide an intellectual context that suggests specific empirical work and the rationale for that effort. The following general research questions thus emerge:

•How do individuals define privacy in their lives? What range of activities are included in that term?

• How is that definition applied to and in the networked world? 

• Is personal information exchanged in the networked world a contested commodity? If it is, in what contexts? Are there market understandings applied to certain sorts of information exchanges?

• Does life stage appear to predict how individuals will react to privacy questions in the networked world?

• Does experience with certain sorts of technology, or other sorts of life experience, influence how individuals define privacy in the networked world?

• Do decisions about privacy generate emotional responses for those making them? How might those responses influence/predict subsequent decisions?

All of these understandings focus on people flourishing—without articulating a specific role. Philosophically, this makes sense, for the loyalties and virtues we should be least willing to give up are those that spring from our shared humanity, what philosophers call the general morality. But, as extensive work in professional ethics makes clear, professional roles can emphasize certain responsibilities and virtues beyond what the general morality would suggest (Wilkins & Coleman 2005; Rest et al, 1999). And, as human experience would suggest, other roles—for example consumer—might also allow for distinctive choices. Thus, another general research question emerges:

• Do journalists defined privacy distinctively from citizens? How does the journalistic role inform that definition?

Empirical responses to these research questions would, of course, need to be evaluated in light of the foregoing literature. However, while the literature might suggest some answers and approaches, asking people what they think has merit, not just for specific projects emerging from the professional and commercial world, but for the work of academic theory building that is the core of knowledge creation.  
Proposed method:

There are five elements to this proposed research.

1. A national survey of adults between the ages of 18 to 65 to respond to items on a privacy inventory, media use, and demographic questions;

2. Focus groups conducted in Kansas City and St. Louis to flesh out the understandings of the privacy inventory results;

3. Internet surveys of the following professional groups to determine how professional journalists respond to the same privacy inventory:  IRE, SABEW, health writers.

4. Building a Facebook page that would include the privacy inventory and asking “friends” to ask their “friends” to respond to the inventory and provide additional comments (this method is sometimes called the snowball or Delphi method).

5. Working with student FIG’s at the University of Missouri to complete a privacy inventory and provide additional comments. The goal here would be a pre-test for the “snowball” and survey portions of the research as well as additional insight into the millennial generation.
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Privacy Inventory

University of Missouri Freshmen Interest Groups

Please respond to the following questions by circling the answer that most closely reflects your opinion. Your answers will remain confidential—in fact, we are not asking for your name. You may stop completing the questionnaire at any time. Results of this inventory will be reported in the academic literature. If you have questions about this study, please contact Professor Lee Wilkins at the Missouri School of Journalism, wilkinsl@missouri.edu. 

People differ in how they feel about sharing information about themselves when it is appropriate. Sometimes they feel very uncomfortable about sharing such information, other times they feel very comfortable.  On a scale of 1 to 5 with 1 being very uncomfortable and 5 being entirely comfortable, please tell us how you feel about the following situations:

Putting a lot of information about yourself on your Myspace page:

1

2

3

4

5

Putting a lot of information about yourself on your  Facebook page

1

2

3

4

5

Providing your income tax records to obtain financial aid

1

2

3

4

5

Have you ever been in this situation:

yes

no

Providing your parents’ income tax records to obtain financial aid

1

2

3

4

5

Have you ever been in this situation:

yes

no

Being searched (either you or your luggage) at the airport before boarding a plane

1

2

3

4

5

Have you ever been in this situation:

yes

no

Providing a birth certificate to obtain a driver’s license or passport

1

2

3

4

5

Have you ever been in this situation:

yes

no

Providing a urine sample as a job requirement:

1

2

3

4

5

Have you ever been in this situation:

yes

no

Go through a criminal background check:

1

2

3

4

5

Have you ever been in this situation:

yes

no

Sharing your medical records with your insurance company?

1

2

3

4

5

Have you ever been in this situation:

yes

no

Releasing medical records in cases of emergency to doctors who are not your personal physician? 

1

2

3

4

5

Have you ever been in this situation:

yes

no

Allowing your health records to be placed online:

1

2

3

4

5

Filing (either electronically or in hard copy) your income tax with the government 

1

2

3

4

5

Hearing about the details of the private lives of celebrities such as Jamie Lynn Spears’ pregnancy or Miley Cyrus’ dating life

1

2

3

4

5

Do you read/watch/listen to stories of this sort? 

Yes

No

Hearing the details of the private lives of public people such as Michelle Obama or Sarah Palin?

1

2

3

4

5

Do you read/watch/listen to stories of this sort?`

Yes

No




Learning the details of the private lives (not involving sex) of your fellow students, for example treatment for mental health issues, embarrassing financial situations, etc.

1

2

3

4

5

Do you read/watch/listen to stories or web posts of this sort?
Yes
No

Sites where people post information about themselves or others anonymously, such as PostSecret or juicycampus.com?



1

2

3

4

5

Do you visit these sites? 



Yes

No

How do you feel about employers having access to your e-mail?

1

2

3

4

5

How do you feel about the university having access to the contents of your e-mail:

1

2

3

4

5

How do you feel about your parents having access to the contents of your e-mail?

1

2

3

4

5

How do you feel about your friends having access to the contents of your e-mail?

1

2

3

4

5

How do you feel about the university mailing information to your parents’ home?

1

2

3

4

5

How do you feel about giving the US government having access to your cell phone records:

1

2

3

4

5

How do you feel about giving a corporation other than your phone company access to your cell phone records?

1

2

3

4

5

How do you feel about giving the US government access to records of the web sites you visit?

1

2

3

4

5

How do you feel about giving the US government access to your online shopping records, for example movie rental records?



1

2

3

4

5

How do you feel about giving a corporation (such as Amazon or a newspaper or television station) access to records of web sites you visit?

1

2

3

4

5

How do you feel about a website that stores cookies on your computer. (Cookies let a website know when you’ve visited, allow you to log in, and keep track of your preferences.) 

1

2

3

4

5

How do you feel about information about your online purchases being recorded by the sites where you buy things.

1

2

3

4

5

How do you feel about iTunes storing information about your music purchases so they can figure out what kind of music they can sell you in the future.

1

2

3

4

5

How do you feel about information collected about what you buy on one web site being shared with other sites (and the corporations that own them)? 

1

2

3

4

5

Many companies are interested in getting more direct contact with potential customers so they can target them with advertising most relevant to their wants and needs. In return, what people have that companies want is personal information. People feel differently about sharing their information. Some willingly share information if they can get something back, others would rather not give out personal data. For each of the examples below, for example your brithdate, indicate all tradeoffs you would be willing to make. (Please check all that apply).

Your birthdate

_____  I’d accept a small monetary award

_____  I’d agree to get linked with those who might have a job for me

_____  I’d agree to get linked with those who graduated from my high school the     year I did

_____  I’d agree to get a job offer

_____  I’d agree to be able to board an airplane

_____  I’d agree to get news about topics that interest me

_____  I’d agree to get advertising about products and services of interest to me

_____  I’d agree to be informed about future sales at stores you patronize

_____  I’d agree to make sure my doctor can properly diagnose and treat me

Access to your medical records

 _____  I’d accept a small monetary award

_____  I’d agree to get linked with those who might have a job for me

_____  I’d agree to get linked with those who graduated from my high school the     year I did

_____  I’d agree to get a job offer

_____  I’d agree to be able to board an airplane

_____  I’d agree to get news about topics that interest me

_____  I’d agree to get advertising about products and services of interest to me

_____  I’d agree to be informed about future sales at stores you patronize

_____  I’d agree to make sure my doctor can properly diagnose and treat me

Taking a urine test for drug screening

_____  I’d accept a small monetary award

_____  I’d agree to get linked with those who might have a job for me

_____  I’d agree to get linked with those who graduated from my high school the     year I did

_____  I’d agree to get a job offer

_____  I’d agree to be able to board an airplane

_____  I’d agree to get news about topics that interest me

_____  I’d agree to get advertising about products and services of interest to me

_____  I’d agree to be informed about future sales at stores you patronize

_____  I’d agree to make sure my doctor can properly diagnose and treat me

Taking an on-line survey where you shop

_____  I’d accept a small monetary award

_____  I’d agree to get linked with those who might have a job for me

_____  I’d agree to get linked with those who graduated from my high school the     year I did

_____  I’d agree to get a job offer

_____  I’d agree to get news about topics that interest me

_____  I’d agree to get advertising about products and services of interest to me

_____  I’d agree to be informed about future sales at stores you patronize

_____  I’d agree to make sure my doctor can properly diagnose and treat me

Your e-mail address

_____  I’d accept a small monetary award

_____  I’d agree to get linked with those who might have a job for me

_____  I’d agree to get linked with those who graduated from my high school the     year I did

_____  I’d agree to get a job offer

_____  I’d agree to be able to board an airplane

_____  I’d agree to get news about topics that interest me

_____  I’d agree to get advertising about products and services of interest to me

_____  I’d agree to be informed about future sales at stores you patronize

_____  I’d agree to make sure my doctor can properly diagnose and treat me

Your phone number (either land line or cell)

_____  I’d accept a small monetary award

_____  I’d agree to get linked with those who might have a job for me

_____  I’d agree to get linked with those who graduated from my high school the     year I did

_____  I’d agree to get a job offer

_____  I’d agree to be able to board an airplane

_____  I’d agree to get news about topics that interest me

_____  I’d agree to get advertising about products and services of interest to me

_____  I’d agree to be informed about future sales at stores you patronize

_____  I’d agree to make sure my doctor can properly diagnose and treat me

A link to your Facebook page

_____  I’d accept a small monetary award

_____  I’d agree to get linked with those who might have a job for me

_____  I’d agree to get linked with those who graduated from my high school the     year I did

_____  I’d agree to get a job offer

_____  I’d agree to be able to board an airplane

_____  I’d agree to get news about topics that interest me

_____  I’d agree to get advertising about products and services of interest to me

_____  I’d agree to be informed about future sales at stores you patronize

_____  I’d agree to make sure my doctor can properly diagnose and treat me

A link to your Myspace page

_____  I’d accept a small monetary award

_____  I’d agree to get linked with those who might have a job for me

_____  I’d agree to get linked with those who graduated from my high school the     year I did

_____  I’d agree to get a job offer

_____  I’d agree to be able to board an airplane

_____  I’d agree to get news about topics that interest me

_____  I’d agree to get advertising about products and services of interest to me

_____  I’d agree to be informed about future sales at stores you patronize

_____  I’d agree to make sure my doctor can properly diagnose and treat me

Do you do on-line banking?



Yes

No

Have you ever provided false information about yourself to access a website:

Never




Infrequently




Often


Have you ever searched for information about yourself online?

Never




Infrequently




Often





Have you ever searched for information about others online?

Never




Infrequently




Often


 If you answered infrequently or often to the previous question, what kind of information about others have you searched for? (for example, contact info, photos, professional accomplishments, social networking site profile, public records such as lawsuits, criminal records, etc.)

Do you maintain more than one e-mail address to control electronic access to your computer or yourself?

Yes






No

Have you ever used software to hide your identity on-line?
 

Yes






No

Before you came to college, did you parents monitor your on-line activity?

Yes






No

If you answered yes to the previous question, could you please tell us how you felt about that?

On a scale of 5 being strongly disagree and 1 being strongly agree, how do you feel about the following:

Government (either Congress of my state legislature) should require corporations to tell me anytime they collect personal information about me:

1

2

3

4

5

Corporations will police themselves about sharing the personal information they collect about me:

1

2

3

4

5

I should be able to control how my personal information is gathered and used by people who want to sell me things.

1

2

3

4

5

I think of myself as pretty savvy about how my personal information is used on the web.

1

2

3

4

5

Please tell us, when you think about the concept “privacy” what does it mean to you?

Please tell us, when you think about the concept of “privacy” on the internet, what does it mean to you?

What should we have asked about in this survey that we did not?

Now we'd like to know how often you consume the following types of media content (see examples below). For each type listed, tell us how many days you use media in that way in a typical week by placing an “X” in the appropriate box. 

“X” ONLY ONE BOX FOR EACH STATEMENT
              NUMBER OF DAYS IN THE TYPICAL WEEK    

    None
   1
     2
   3
    4
    5
    6
    7 
	News satire programming (Daily Show, Colbert Report) 

	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7

	National nightly news on CBS, ABC, or NBC 

	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7

	Local news about your viewing area (5 pm, 6 pm, or 10 pm) 

	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7

	Cable news programs on CNN, FOX, MSNBC 

	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7

	Radio news (NPR/Local stations)
	
	
	
	
	
	
	
	

	A print copy of a national newspaper (New York Times,USA Today
	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7

	National newspaper websites (nytimes.com, usatoday.com)
	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7

	A print copy of a local newspaper 
	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7

	Local newspaper websites 
	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7

	Getting news on your cell phone or other mobile device 
	o 0
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7


For each of the following, please place an “X” in the appropriate box to indicate how much time you spend doing each activity on the average day. If you do not spend any time using one of the listed media, “X” the “Don’t Use” box for that item. 
	
	Don’t

Use
	Less than

30 min.
	30 min. 

to 1 hour
	1-2

hours
	2-3

hours
	3-4

hours
	4-5

hours
	5 or more

hours

	Watching television for entertainment
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7
	o 8

	Watching television to find out what’s happening
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7
	o 8

	Watching television to have something to talk about
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7
	o 8

	Reading a newspaper to find out what’s happening
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7
	o 8

	Reading a newspaper to have something to talk about
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7
	o 8

	Using the internet for entertainment
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7
	o 8

	Using the internet to find out what’s happening
	o 1
	o 2
	o 3
	o 4
	o 5
	o 6
	o 7
	o 8


Gender




Male 


Female

Age


_____________________

Do you own a personal computer?


Yes


No

Do you keep any sort of blog/or social networking cite?
Yes

No

How many times a day do you check your Facebook page?





0-2

3-5

5-10

10+

How many times per day do you check your e-mail?





0-2

3-5

5-10

10+


Do you watch “television” primarily on your computer?

Yes
No

Do you read the newspaper primarily on your computer?

Yes
No

Thank you very much.
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